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Abstract. Polydisperse systems are commonly encountered when dealing with soft matter in general or any non-simple fluid. Yet their treatment within the framework of statistical thermodynamics is a delicate task as the latter has been essentially devised for simple—non-fully polydisperse—systems. In this paper, we address the issue of defining a non-ambiguous combinatorial entropy for these systems. We do so by focusing on the general property of extensivity of the thermodynamic potentials and discussing a specific mixing experiment. This leads us to introduce the new concept of composition entropy for single phase systems that we do not assimilate to a mixing entropy. We then show that they do not contribute to the thermodynamics of the system at a fixed composition and prescribe to subtract \( \ln N! \) from the free energy characterizing a system however polydisperse it can be. We then re-derive general expressions for the mixing entropy between any two polydisperse systems and interpret them in term of distances between probability distributions, showing that one of these metrics relates naturally to a recent extension of Landauer’s principle. We then propose limiting expressions for the mixing entropy in the case of mixing with equal proportions in the original compositions and finally address the challenging problem of chemical reactions.
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1. Introduction

Continuous polydisperse systems are ubiquitous in nature and in our everyday lives and technological experience. Yet, their treatment with statistical mechanical tools is delicate in many respects, and different approaches have been proposed to characterize them [1–7]. Among the existing problems, the combinatorial entropy in these systems and its role in their thermodynamical behavior is more conceptual. This poses a problem because, depending on the way one rationalizes the need for the $N!$ in the usual statistical mechanics of identical particles, it gives rise to different prescriptions regarding the combinatorial entropy of continuous mixtures. The current standard bottom-up approach to the existence of the $N!$ in statistical mechanics seems to be originally due to Uhlenbeck and Gropper [8], and considers that statistical averages over microstates are done over quantum states, ultimately characterizing identical—indistinguishable—particles, bosons or fermions, and the spinstatistics theorem ensures that the corresponding quantum states are either fully symmetric or antisymmetric [9]. The idea consists, then (although this has been recently...
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questioned [10]), in expressing partial traces over these states as full traces corrected by a simple $N!$ factor [11, 12]. In this interpretation two interesting consequences are worth pointing out: (a) extensivity of the thermodynamic potentials arises, ultimately, as an emergent property of quantum mechanics, and (b) because a continuous mixture has no two particles which are exactly the same [1], there should not be any $N!$ entering the partition functions that describe them.

There also exists a top-down approach, originally due to Gibbs and made more clear by others [3, 5, 13–16], that consists of introducing a $N!$ into the phase integral expressions of the thermodynamic potentials so as to avoid inconsistencies with thermodynamics, which statistical mechanics ought to reproduce in the thermodynamic limit. This interpretation favors an epistemic origin to the $N!$, while the quantum one favors more an ontic one. Regarding polydisperse systems, the epistemic approach does not prescribe anything in particular, and different strategies have been used in the past to characterize their combinatorial entropy [1, 3–5].

In this article, we will follow the epistemic reasoning to address the problem of the combinatorial entropy in polydisperse systems. To this end, we first recall the key concepts and results of extensivity, Gibbs’ thought experiment, and the basic statistical mechanics to introduce the notion of composition entropy. We then study more formally the problem of mixing between any two polydisperse gases and derive a general expression for the corresponding entropy variation. Focusing on the contribution to the mixing entropy coming only from the difference in composition, we find that it is a metric in the space of probability distributions and we formulate an interpretation of it based on a recent extension of Landauer’s principle. After having suggested some limiting expressions for this metric, we then finish by discussing some possible extensions to the previous analysis of mixing when it occurs together with chemical reactions.

2. Extensivity and Gibbs’ thought experiment

Going back to the basics, the first question to be asked is why should the thermodynamic potential of a system in a certain state be extensive in the first place? The answer to that question has to do with the experimental fact that the thermodynamic state of a system has some scale invariant properties. These are the ratios of the extensive variables that characterize the state of the system or the functions of those ratios; intensive variables are such functions, for instance. If one were to scale up the system size by multiplying all the relevant extensive variables by a factor $\lambda$, this would leave unchanged the state of the system as described by its scale invariant state variables. In this context, requiring an extensive thermodynamic potential is equivalent to saying that it will change in a trivial manner, as the system size is changed in the abovementioned way, i.e. it will simply be multiplied by $\lambda$. In other words, the ratio of the entropy by any—relevant—extensive state variable is also a scale invariant thermodynamic variable. This is important because for isolated thermodynamic systems, the entropy plays a crucial role for asserting whether or not a particular transformation is irreversible. Hence, what extensivity tells us is that scaling up (or down) the system size is not an irreversible transformation.

The fact that scaling of the system size is not an irreversible transformation was ingeniously pointed out by Gibbs’ famous thought experiment [5, 11–13, 15, 17], as...
Figure 1. Schematic representation of Gibbs’ thought experiment. Starting from the premise that a scaling transformation does not change the entropy per particle, implying that the mixing entropy contribution to a free energy change $\Delta S_{\text{mix}}^{b \to c} = 0$ since the transformation from (b) and (c) can be interpreted as a size scaling. However, the transformation from (a) to (c) is not a size scaling and the total entropy change needs not be zero.

depicted in figure 1. The idea—here applied to a canonical ensemble—is to compare the mixing entropy contribution $\Delta S_{\text{mix}}^{\text{gas}}$ to the free energy change in a thermostated system with two compartments in two different experimental cases: (1) the mixing of two different gases—where one witnesses an entropy increase owing to mixing—and (2) the mixing of two identical gases—where there is no entropy change because it is a scaling transformation. The cause of the so-called Gibbs’ paradox which then arose was that for a given ideal gas with $N$ particles, the original Boltzmann entropy $S_B = k_B \ln CV^N T^{3N/2}$ (where $C$ is a constant) was lacking a $- \ln N!$ to be consistent with both outcomes of the experiment. It is interesting to note that the term ‘identical’ for case (2) is subject to interpretation. Traditionally, it is understood that ‘identical’ means that every single particle of the gases in case (2) belongs to the same chemical species. However, this seems unnecessarily constraining. One can imagine the transformation from (b) and (c), as shown in figure 1 for instance, and it would $a priori$ fulfill the conditions of ‘identical’ gases. As shown in figure 2, this last point is extended even further by looking at different cases where the assumption of zero mixing entropy should hold when two gases are identical in this broader sense. To do this, we schematically represent the state of the system with regards to the identity of its particles by the composition of the system expressed as a probability distribution of a random variable characterizing the type of the particle. This
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Figure 2. Going from a particle representation to a composition representation of various realizations in the case (2) of Gibbs’ thought experiment. The particle type is schematically represented on the $x$-axis.

random variable can be anything ranging from the size of the particle to the number of neutrons it contains, for instance. The first three compositions (a)–(c), as shown in figure 2, have peaked distributions in their composition and correspond to discrete mixtures. The last plot (d), instead, corresponds to a continuous polydisperse system. But if case (d) corresponds to zero entropy change and it can be described—for simplicity—as an ideal gas, then the only way to get the calculation right is by subtracting $\ln N$! from its thermodynamic potential however polydisperse it may appear! Can we justify this? To answer this question, let us consider the following example: Consider the mixing of a fully polydisperse gas (like one with a composition as described by (d) in figure 2) on the one hand, with a single component gas such that this component is very different from all the other particles in the polydisperse system$^1$. Mixing these two gases will inevitably lead to a non-zero mixing entropy. Thermodynamically speaking, this mixing entropy corresponds to the work needed to separate back these two gases as they were before the mixing, if the gases are dilute enough$^2$. In this case, we know the result from textbooks in the ideal gas

---

$^1$ To imagine how this could be possible since the composition is continuous for the polydisperse system, it is enough to pick a single component system whose chemical type is not parametrized by the same random variable, but by another one for which the polydisperse system has a peaked distribution.

$^2$ If the gases are not in a dilute phase, then the work provided will be equal to the free energy change instead of being simply proportional to the mixing entropy. In that case, one needs to determine first the excess free energy difference, and only then is it possible to get the mixing entropy.

doi:10.1088/1742-5468/2014/10/P10038
On the role of composition entropies in the statistical mechanics of polydisperse systems

3. The problem of the rational for \(N!\)

As we have seen, from the epistemic point of view, the \(N!\) ‘fix’ to the Gibbs’ paradox seems to hold even for polydisperse systems, since the notion of composition is itself a scale invariant property. As far as we know, this would be inconsistent with the quantum indistinguishability interpretation of the ‘identical’ gases scenario. It is not clear, however, how to predict what the mixing entropy will be in a more complicated case than the one depicted above leading to \(\ln 2\). Also, lacking a rationale for the \(\ln N\) is not satisfactory if we want the statistical mechanics framework to be the procedure through which thermodynamics reduces to micromechanics. Let us first consider the partition function of a single component system at fixed \((N, V, \beta)\):

\[
Q(N, \beta, V) \equiv \frac{V_{\text{eff}}(\beta, V)^N}{\mathcal{L}_d^{3N}} \equiv \frac{V^N}{\mathcal{L}^{3N}} \int \frac{d^3 N_r V^N e^{-\beta U(r_N)}}{N^{d}}
\]

where \(\beta\) is the inverse temperature, \(\mathcal{L}_d \equiv h/\sqrt{2\pi mk_B T}\) is the de Broglie wavelength of the gas particles of mass \(m\) (or any length characterizing the particle), and \(U(r_N)\) is the interaction potential between the particles in configuration \(r_N\). If we assume that \(V_{\text{eff}}(\beta, V)\) is extensive, then, upon scaling of the extensive variables by a factor \(\lambda\), the free energy \(F \equiv -\ln Q(N, \beta, V)\) becomes \(F_\lambda = -\ln Q(\lambda N, \beta, \lambda V) = \lambda F(N, \beta, V) + N\lambda \ln \lambda\). Had we had \(-\ln N! \sim -N \ln N + N\) in our expression of the free energy, it would have been extensive. Hence the ‘right’ partition function from the point of view of thermodynamics seems to be \(Q_{\text{phys}}(N, \beta, V) \equiv Q(N, \beta, V)/N!\). This can be understood by re-interpreting the microstates to be counted in the partition function as being solely non-superimposable and non-permutation-inversion isomer configurations in phase space [18]. One can then easily see that the partition function of a mixture with \(m\) species with the same weight in the composition reads:

\[
Q_{\text{phys}}(N, \beta, V) \equiv \prod_{\alpha=1}^{m} \left( \frac{V^{N/m}}{\mathcal{L}_\alpha^{3N/(N/m)!}} \right) \int \frac{d^3 N_r V^N}{V^{N/d}} e^{-\beta U(r_N)}
\]

where \(\mathcal{L}_\alpha\) is the de Broglie wavelength of species \(\alpha\) (or any length characterizing the particle of type \(\alpha\)). Note that all of this is very well-known to anyone having followed any undergraduate course on statistical mechanics [11, 12, 17]. However, what may differ is the reasoning used to derive equation (2). Although it corresponds to a standard result, it is usually presented as deriving \(a\ priori\) from an assumed more profound quantum statistical mechanics. Here, on the contrary, we derive it as the simplest form for the partition function that makes the free energy extensive. Hence, in a spirit following that of Khinchin, for instance [19], the statistical mechanics framework is tested and refined from what we know about thermodynamics and not the other way around. That is
because there is, in principle, no objective way to decide what is a good or bad microstate to begin with. Going back to equation (2), the contribution of these \((N/m)!\) to the free energy is the following:

\[
\ln[(N/m)!]^m \simeq N \ln N - N - N \ln m
\]  

where we used Stirling’s approximation. Putting it back into equation (2), one finds for the free energy:

\[
- \ln Q_{\text{phys}} \simeq - \ln Q(N, \beta, V) + \ln N! - N \ln m.
\]  

It is interesting to note that we can retrieve the \(N!\) in the large \(N\) limit even if we are dealing with a mixture. The correction from the sole \(\ln N!\) is \(N \ln m\) and does not affect any of the thermodynamic quantities of the system with the exception of the chemical potential. Nevertheless, while the excess chemical potential of a mixture can be tricky to define [3,5], the combinatorial part we are discussing here is non-ambiguous. In fact, since the combinatorial term \(N \ln m\) only adds a constant to the chemical potential, it can be forgotten altogether since the chemical potential is defined up to a constant (at fixed composition). This allows us to then rationalize more rigorously the bold arguments made in the first section, where a \(\ln N!\) would be subtracted from any thermodynamic potential characterizing one particular gas—albeit polydisperse—that could surely be discriminated from another gas with which it would mix experimentally.

In the general case of a discrete mixture with \(m\) species but unequal weights \(\{p_\alpha\}_{\alpha=1..m}\) in the composition denoted \(C\), one can easily find that:

\[
- \ln Q_{\text{phys}} \simeq - \ln Q(N, \beta, V) + \ln N! - N s(C)
\]  

where

\[
s(C) \equiv - \sum_\alpha p_C(\alpha) \ln p_C(\alpha)
\]  

has the shape of a Shannon entropy. We will point out here that the expression (6) is sometimes called mixing entropy, a name that we have not kept in the present work as the composition under study does not need to be obtained by actual mixing; hence, we refer to it as composition entropy. We shall see in the next section that while the two concepts are related, they are not equivalent. Now, we can see that \(s(C)\) is still a constant setting the reference of the chemical potential and should not play any role when looking at the thermodynamics of the system provided the composition remains unchanged.

Let us now turn to the subtle case of a continuous mixture where the previous interpretation, based on considering a subset of microstates that can’t be related by particle permutations, cannot hold exactly and could easily lead to the conclusion that there shouldn’t be any \(N!\) arising in the problem (we would then be back to what seems to be prescribed by the quantum interpretation). Yet, we shall claim here the contrary.

As a matter of fact, one point of discord is that it is mathematically impossible (with probability one) to have two particles that are exactly the same in a continuous polydisperse system, even in the thermodynamic limit [1]. Although some arguments can be made regarding the order of limits between the number of species and the number of particles [1,3], this implies, in the worst case scenario, that it is not possible to generate an exact equivalence relation between states that are related by an element of the permutation group because there is none. Although this seems quite dramatic at
first sight, this issue is far from new and is at the root of continuous probability theory where the probability for a continuous random variable to take a single value is always exactly zero. The solution traditionally used in mathematics consists (very roughly) in saying that although a continuous random variable will never take twice the same value, it will be as close to any value as anyone wants and there are thus many particles whose type lies in the interval $[\alpha, \alpha + \Delta_\alpha]$ for instance. Let us denote this number $N f_C(\alpha) \Delta_\alpha$, where $f_C(\alpha)$ is the probability density that characterizes the polydispersity, and assume it is much bigger than unity, then we can use results from the general discrete mixture case by replacing $p_C(\alpha)$ with $f_C(\alpha) \Delta_\alpha$ and find:

$$-\ln Q_{\text{phys}} \simeq -\ln Q(N, \beta, V) + \ln N! - N s_C(\Delta_\alpha).$$

(7)

Physically speaking, $\Delta_\alpha$ represents the precision on the measurement of the ‘type variable’ $\alpha$ and therefore the uncertainty to decide whether two microstates can be related by permuting a subset of the $N$ particles. This allows us to weaken the criterion on which the equivalence relation was built before, where now two configurations are considered equivalent if they can be related by swapping two particles whose $\alpha$ values are no further apart than $\Delta_\alpha$. Because of the continuous nature of the polydispersity, it is assumed that $\Delta_\alpha \ll |\alpha_{\text{max}} - \alpha_{\text{min}}|$, and therefore the entropy sum in equation (7) can be very well approximated by an integral. In all generality, $\Delta_\alpha$ does not need to be uniform and the corresponding limiting integral reads:

$$s_\Lambda(C) = -\int_{\alpha_{\text{min}}}^{\alpha_{\text{max}}} \, \text{d}\alpha \, f_C(\alpha) \ln \Lambda(\alpha) f_C(\alpha) \, (\ln N)$$

(8)

where $N$ and $\Lambda(\alpha)$ are such that $\Delta_\alpha \equiv \Lambda(\alpha)/N$ with equation (8) obtained in the limit where $N$ tends to infinity, while $\Lambda(\alpha)$ keeps finite values. The general continuous entropy $s_\Lambda$ is thought to be originally due to Jaynes [20] and is sometimes referred to as the Shannon–Jaynes entropy. As we will see in the last section, the role of the—unknown—function $\Lambda$ can be crucial for practical purposes. It essentially refers to a prior assumption one makes about the ‘denseness’ of $\alpha$-points in each interval $\Delta_\alpha$. In addition, although this prior knowledge can sometimes be modeled as a prior distribution, this is not a requirement to get reliable results [21].

Finally, akin to what we have done with discrete mixtures, we now note that the continuous composition entropy still does not affect the thermodynamic predictions one can make on the system as long as the composition is left unchanged, and therefore we can forget about it and retrieve the simple $N!$ motivated at the beginning of the paper. This general point has also been stressed in past studies on phase equilibria in polydisperse systems where equation (8) is used as a starting point of the analysis [2–4].

In what follows, to avoid the use of too many notations, we shall use the same notation $p_C(\alpha)$ to characterize either the discrete probability for the composition $C$ or the corresponding probability density if $\alpha$ takes continuous values.

### 4. From composition entropies to mixing entropy

In the previous section, we saw that for any mixture (even continuous) at equilibrium requiring extensivity of the thermodynamic potentials can always be done by subtracting
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a ln N! from the thermodynamic potentials and up to an additional constant corresponding to the composition entropy. We have also recognized that this additional constant could be discarded if one is only interested in those phases of the system where the composition \( C \) is unchanged. In this section, we instead look at the case of mixing where the composition changes and where we cannot disregard the combinatorial term characterizing the mixture.

Let us consider two gases with the same values of their scale invariant variables but different compositions, respectively \( C_1 \), with \( N_1 \) particles, and \( C_2 \), with \( N_2 \) particles, that mix to yield a new composition \( C_3 \). We shall focus here on the combinatorial aspect of this mixing. Their thermodynamic entropies contain composition entropies (given by discrete or continuous Shannon entropies) that we cannot discard anymore, and that is unchanged. In this section, we instead look at the case of mixing where the composition \( C \) originates from the mixing of \( C_1 \) and \( C_2 \), it is in fact related to them in some way. In the absence of a chemical reaction, the number of particles of each species is conserved and yields \( p_c(\alpha) = (N_1p_{C_1}(\alpha) + N_2p_{C_2}(\alpha))/N \). The total mixing entropy then becomes:

\[
\Delta S_{\text{mix}}^{\text{comb}} = N_1 D_{\text{KL}}(C_1||C_3) + N_2 D_{\text{KL}}(C_2||C_3)
\]

(9)

where \( D_{\text{KL}}(C||C') \) is the Kullback–Leibler (KL) divergence of composition \( C' \) from \( C \), sometimes referred as relative entropy and is defined by [22]:

\[
D_{\text{KL}}(C||C') \equiv - \sum_{\alpha} p_c(\alpha) \ln \frac{p_c'\alpha}{p(\alpha)}.
\]

(10)

Note that although the KL divergence is defined in equation (10) for discrete mixtures, its definition still holds for continuous ones and is independent of \( \Lambda \) in that case. Besides estimating how much the original compositions differ from the final one, the mixing entropy in (9) also accounts for the different weights each composition has in the mixing process. If we want to understand more in-depth the role of the compositions, it is then sensible to choose an ‘even’ mixing where \( N_1 = N_2 = N/2 \). In this case, equation (9) yields:

\[
\Delta S_{\text{mix}}^{\text{comb}} = N D_{\text{JS}}(C_1||C_2)
\]

\[
= \frac{N}{2} \sum_{\alpha} \left[ p_{C_1}(\alpha) \ln \frac{2p_{C_1}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} + p_{C_2}(\alpha) \ln \frac{2p_{C_2}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} \right]
\]

(11)

which defines \( D_{\text{JS}}(C_1||C_2) \), the Jensen–Shannon (JS) divergence [23].

Equations (9) and (11) constitute the principal result of the paper that allows one to express the combinatorial contribution to the mixing entropy in the absence of chemical reactions in any possible case. We note that expression (9) was already derived in [3] (see equation (36) of the reference), while the recasting of equations (9) and (11) in terms of the KL and JS divergences is essentially new, to our knowledge, and will enable us to apprehend the existing results in the fields of polydisperse systems and information theory in a new way, as we shall demonstrate below.

One last comment remains in order: As we understand it, the equation akin to equation 9 in [3] expresses, in the language of the present paper, the composition...
entropy (8) of a polydisperse system, comprising two coexisting compositions 1 and 2, when the function $\Lambda$ is chosen to be the inverse probability density of a parent composition labeled 0. The whole problem is then naturally interpreted as a statistical inference problem where the ‘right’ choice of prior is the parent composition. In our case, however, equation (9) refers to a quantity, namely the mixing entropy, that is not in general the same as the composition entropy defined in equation (8), and is in fact independent of the choice of $\Lambda$. This distinction can become important when looking at cases, such as chemical reactions, where the choice of $\Lambda$ really matters for making meaningful predictions on the system (see the last section of the present paper).

5. Highly asymmetric mixing

One case of particular interest is that of mixing when one composition, say $C_1$, is overwhelmingly more represented than the other $C_2$, i.e. $N_1 \gg N_2$. As a consequence, the explicit ‘symmetry’ in the roles played by $C_1$ and $C_2$ in equation (9) will disappear. To see this, it is more convenient to fix the total number of particles $N$ and rename $\epsilon = N_2/N$ and $N_1/N = 1 - \epsilon$. The entropy difference between a mixed state $C_3$ and the separated states reads then from equation (9):

$$\Delta S_{\text{comb}}^\text{mix}(\epsilon) = N\epsilon D_{\text{KL}}(C_2||C_3) + N(1 - \epsilon)D_{\text{KL}}(C_1||C_3).$$

Now, the entropy change, as expressed in equation (12), is vanishingly small since the change in the system is minute. In particular, it is easy to show that $D_{\text{KL}}(C_2||C_3) \sim \mathcal{O}(1)$ and $D_{\text{KL}}(C_1||C_3) \sim \mathcal{O}(\epsilon^2)$. The entropy change per particle upon mixing is then dominated by the entropy change of the dominated composition $C_2$, such that the limit of $\Delta S_{\text{comb}}^\text{mix}(\epsilon)/(N\epsilon)$ converges to:

$$\lim_{\epsilon \to 0} \frac{\Delta S_{\text{comb}}^\text{mix}(\epsilon)}{N\epsilon} = D_{\text{KL}}(C_2||C_3),$$

which is a very general and exact result for totally asymmetric mixing. It is worth noting that, from a statistical inference perspective, it is tempting to interpret equation (13) as the KL divergence of composition $C_2$ from composition $C_3$, but there is actually a priori no reason to consider one of these two as a reference any more than the other since equation (13) comes from the general mixing entropy variation equation (9).

Let us now turn to a concrete application where equation (13) can be of use. Demixing phase transitions in polydisperse mixtures are usually characterized by the determination of the shadow and cloud curves. In these curves a majority, a reference phase, coexists with an incipient phase. This thermodynamic equilibrium corresponds to a highly asymmetric demixing situation. The entropy change associated with bringing the majority (or parent) phase in coexistence with the incipient one is characterized by equation (13), where $C_3$ corresponds to the parent phase, $C_1$ to the majority phase coexisting with $C_2$, the incipient thermodynamic phase. In fact, this result has already been shown to be exact in the context of thermodynamic equilibria in polydisperse systems [2–4]. In the present context, this expression for the entropy of mixing is derived as a by-product of the general strategy presented in this paper and shows its potential in different contexts where the combinatorial entropy is relevant.
6. Link with the Landauer bound

The combinatorial part of the mixing entropy expressed as a JS divergence (11), for a mixing process involving equal proportions of the original compositions, has interesting properties. First, $\sqrt{D_{JS}(C_1||C_2)}$ is an actual metric in the space of probability densities [24]. This implies that, as we argued in the first sections, what matters when mixing two gases is not the absolute identity of the particles involved in the mixing process, but how the compositions of the two gases differ from one another; and this difference is in fact measured by the (combinatorial) mixing entropy per particle, which corresponds to the square of a geometric distance between the two initial compositions. Secondly, for any two probability distributions $0 \leq D_{JS} \leq \ln 2$ [23], which means that the maximum contribution of permutations to the mixing entropy is $Nk_B\ln 2$. In fact, in the particular case where the two compositions are genuinely distinct, $k_B T \ln 2$ represents the minimum (in absence of friction) amount of work to provide in order to separate the two mixed species into equally sized compartments (going from $(c)$ to $(a)$, as shown in figure 1); which is reminiscent of Landauer’s principle [25] of the minimum amount of energy to dissipate in order to erase one bit of memory.

We therefore seek an interpretation of equation (11) as the minimum energy dissipated to erase the information contained in the mixed state of two polydisperse gases. Such an interpretation has been made possible by a recent experimental work [26] that showed that Landauer’s bound could be approached very closely by very small and controlled systems, and that the energy required to erase one bit of memory was, depending on the protocol, smaller than $k_B T \ln 2$. There is no violation of the Landauer’s principle, however, since those protocols that are able to erase one bit of memory with less than $k_B T \ln 2$ energy do not succeed all the time. Hence, what then matters is the rate of success of the erasure operation and the closer it is to unity, the closer the average work needed will be to $\ln 2$ [26].

In our case of ideal particles in a box, we can construct a 1-bit memory unit for each particle by assigning a value of zero or one to the states $x < L/2$ and $x \geq L/2$, respectively, where $x$ and $L$ denote the $x$-coordinate and the box size along that direction. Since the gas is ideal, we can focus on each particle separately. At equilibrium in the mixed state, each particle is in a state represented by the density operator $\hat{\rho}_{\text{mixed}} = 1/2 |0\rangle\langle 0| + 1/2 |1\rangle\langle 1|$, where we used quantum mechanics notations only to make the reasoning more readable. The entropy of such a mixed state is $s_{\text{mixed}} = -\text{Tr}(\hat{\rho} \ln \hat{\rho}) = \ln 2$. We now consider the case of a protocol whose goal is to erase the memory of this initial mixed state at the profit of another final state. One such protocol could, for instance, certainly bring the particle (whatever its type) from anywhere in the box to its right-hand side. In that case, the corresponding final state is described by the density operator $\hat{\rho}_1 = |1\rangle\langle 1|$, which has an entropy of zero. Of course, the same specific protocol could certainly be used to put the system in a $|0\rangle$ state instead of a $|1\rangle$ state. The total change in free energy is $k_B T \ln 2$, and corresponds to the minimal work one has to provide to certainly erase the initial state, which is the Landauer result. We now turn to a somewhat different protocol which has some uncertainty associated with it such that the probability for a particle of type $\alpha$ to end up on the right-hand side of the box (i.e. in state $|1\rangle$) is not exactly one. In fact, for a given particle with type $\alpha$, we are interested in the conditional probability that the particle will be in state $|1\rangle$ (or $|0\rangle$) once the protocol has ended and knowing that it is...
of type $\alpha$. To link this thought experiment with our mixing problem, let us consider the case of a demixing protocol where the probability to be of type $\alpha$ and on the right-hand side of the box is $p_{C_1}(\alpha)/2$ (and similarly, the probability to be of type $\alpha$ and on the left-hand side of the box is $p_{C_2}(\alpha)/2$ and that the probability to find a particle of type $\alpha$ is $p_\alpha(C_3) = (p_{C_1}(\alpha) + p_{C_2}(\alpha))/2$ (in the absence of a chemical reaction). The corresponding conditional probability of success or rate of success [26] is then $p_{C_1}(\alpha)/(p_{C_1}(\alpha) + p_{C_2}(\alpha))$. If the particle does not end up on the right-hand side of the box, then it has to be on its left-hand side with probability $1 - p_{C_1}(\alpha)/(p_{C_1}(\alpha) + p_{C_2}(\alpha)) = p_{C_2}(\alpha)/(p_{C_1}(\alpha) + p_{C_2}(\alpha))$.

The density operator corresponding to this final state is then:

$$\hat{\rho}_\alpha(C_1, C_2) = \frac{p_{C_2}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} |0\rangle\langle 0| + \frac{p_{C_1}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} |1\rangle\langle 1|$$

and the uncertainty it carries betrays the fact that some memory statistically remains from the original state. The corresponding entropy reads:

$$s_\alpha(C_1, C_2) = -\frac{p_{C_2}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} \ln \frac{p_{C_2}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} - \frac{p_{C_1}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)} \ln \frac{p_{C_1}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)}.$$  

For this protocol, equation (15) holds for a particle knowing that it is of type $\alpha$. We now need to average the entropy in (15) over the uncertainty related to the particle type (which is of a different nature to the probabilities associated with the final state, which pertains to the erasure protocol). The corresponding expectation value for the entropy of the final state is then: $(s_\alpha(C_1, C_2))_{C_3} \equiv \sum_\alpha p_{\alpha}(C_3) s_\alpha(C_1, C_2)$, which gives for the work to provide in order to erase the initial state (in units of $k_B T$):

$$\beta w(C_1, C_2) \equiv \ln 2 - (s_\alpha(C_1, C_2))_{C_3}$$

$$= \ln 2 + \sum_\alpha \frac{p_{C_1}(\alpha)}{2} \ln \frac{p_{C_1}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)}$$

$$+ \sum_\alpha \frac{p_{C_2}(\alpha)}{2} \ln \frac{p_{C_2}(\alpha)}{p_{C_1}(\alpha) + p_{C_2}(\alpha)}.$$  

Finally, rewriting $\ln 2$ as $1/2 \sum_\alpha p_{C_1}(\alpha) \ln 2 + 1/2 \sum_\alpha p_{C_2}(\alpha) \ln 2$ enables us then to show that $\beta w(C_1, C_2) = D_{JS}(C_1||C_2)$. Hence, recent studies on the Landauer bound help us shed light on how to interpret the appearance of the JS divergence in equation (11). In particular, it can be understood as a deviation from the Landauer limit imposed on the energy dissipated to erase a 1-bit memory when the erasure protocol does not succeed with a probability one.

The presently drawn analogy between mixing (or demixing) and 1-bit memory manipulation enables us to argue that the mixing entropy of any two polydisperse systems—albeit of finite size—will follow on average the prescription given by equation (11). In particular, it shows that it is impossible to extract useful and reproducible work from the mixing of any two finite realizations of the same underlying composition. This last point is important, as it does not depend on (a) whether or not we actually know the underlying distribution or (b) whether or not the system is big enough to be a good representation of the distribution; rather, we simply need to know that the two realizations are generated by the same protocol (itself characterizable by a (known or unknown) probability distribution).
7. Limiting behaviors of the JS divergence

When looking at the entropy of an even mixing in the absence of chemical reactions, the combinatorial entropy change is proportional to the JS divergence between the two original compositions. This section aims at looking at different cases in which it can be relevant to estimate $D_{JS}$. To warm up, we first consider the transformation from $(a)$ to $(c)$, as shown in figure 1. There are only two values of $\alpha$ that we denote here as $\alpha_1$ and $\alpha_2$. The composition $C_1$ on the left-hand side is such that $(p_{C_1}(\alpha_1) = 1, p_{C_1}(\alpha_1) = 0)$, and $C_2$ on the right-hand side is such that $(p_{C_2}(\alpha_1) = 0, p_{C_2}(\alpha_2) = 1)$. We can now apply equation (11):

$$D_{JS}(C_1||C_2) = \left(\frac{1}{2} \ln \frac{1}{1/2} + \frac{1}{2} \ln \frac{1}{1/2}\right) = \ln 2$$

which is the expected result.

Let us now turn to the harder case of two continuous mixtures $C_1$ and $C_2$. We shall look at two different limits: When the two compositions are almost the same and when there is very little overlap between them.

When the compositions $C_1$ and $C_2$ are almost the same, it is easily shown that the JS divergence reads:

$$D_{JS}(C_1||C_2) = \left\langle \frac{h^2}{4} + O(h^3) \right\rangle_p$$

(18)

where $\overline{p}(\alpha) \equiv (p_{C_1}(\alpha) + p_{C_2}(\alpha))/2$, $h(\alpha) \equiv (p_{C_1}(\alpha) - p_{C_2}(\alpha))/\overline{p}$ and $\langle \cdot \rangle_p$ is an average with respect to the probability density $\overline{p}$. Equation (18) is quite insightful, as we see that when two compositions are 'close' to one another, the square of the mixing entropy per particle equates the mean of what is reminiscent of a Euclidean distance between the compositions. Incidentally, we also notice that when the two compositions are the same, $h$ is identically zero and the JS divergence vanishes, as it should.

Now, when the two compositions are almost distinguishable, e.g. like the peaks in figure 2(a), then one has:

$$\int d\alpha \ (p_{C_1} + p_{C_2}) \ln (p_{C_1} + p_{C_2}) \approx \int d\alpha \ p_{C_1} \ln p_{C_1} + \int d\alpha \ p_{C_2} \ln p_{C_2}$$

(19)

which gives simply $\ln 2$ in equation (11). More quantitatively, the fact that the compositions are 'far' from one another can be characterized by a small overlap function that we denote $\langle f|g \rangle \equiv \int dx \ f(x)g(x)$ for any function $f$ and $g$. We performed a numerical analysis of the behavior of the JS divergence as a function of the overlap function. To get some general insights into this behaviour, we chose the 3-parameter generalized normal distribution, which reads:

$$GN(x|\mu, \alpha, \beta) \equiv \frac{\beta}{2\alpha \Gamma(1/\beta)} e^{-|x-\mu|/\alpha\beta}$$

(20)

where $\Gamma(x)$ is the Euler Gamma function. The mean of this distribution is given by $\mu$, its variance by $\alpha^2 \Gamma(3/\beta)/\Gamma(1/\beta)$ and the excess kurtosis by $\Gamma(5/\beta)/\Gamma(1/\beta) / \Gamma(3/\beta)^2 - 3$. This family of symmetric distributions is interesting, as it covers, among others, Laplace distributions when $\beta = 1$ and Normal distributions when $\beta = 2$. Figure 3 shows in particular that when looking at two composition probability distributions sharing the
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Figure 3. Plot in log–log scale of the ln $2 - D_{JS}$ divergence evaluated numerically as a function of $\sqrt{\langle p_{C_1}|p_{C_2} \rangle}$ is also evaluated numerically in the case of generalized normal distributions for different values of the shape parameter $\beta$ and at fixed ratios $r = \frac{\sigma_2}{\sigma_1}$ ($r = 1$ (red), $r = 2$ (purple), $r = 6$ (blue) and $r = 27$ (green)). For a given ratio of the standard deviation $r_{12}$, all the $\beta$-values seem to fall on curves with an algebraic decay characterized by the same exponent very well-approximated by equation (22). The corresponding curves are plotted in plain lines and compare relatively well with the numerical points.

\[
\ln 2 - D_{JS}(C_1||C_2) \sim \langle p_{C_1}|p_{C_2} \rangle^{\nu/2}
\]

where the exponent $\nu$ is empirically shown to satisfy:

\[
\nu(r_{12}) \approx 1 + \tanh \left( \frac{1}{3} \ln r_{12} \right).
\]

Equations (18) and (21) thus provide limiting behaviors for the JS divergence tested in the case of generalized Gaussian distributions that have the same value for the shape parameter $\beta$. The current analysis still lacks a proper understanding of equation (21) (and the subsequent more exploratory analysis of appendix A) but it can prove useful for gaining more intuition about what the JS divergence depends upon in different regimes. In particular, it shows us that both the similarity in shape (characterized by equation (18)) and the similarity in ‘position’ in the space of the random variable (characterized by the overlap function), which are respectively dominant in one of the regimes studied, contribute in an intricate way to the total JS divergence.
8. The problem of chemical reactions

We finally look at the case of chemical reactions between two compositions \( C_1 \) and \( C_2 \), which will mix and react by exchanging the property \( \alpha \) according to the conservation law \( C(\alpha) \). The total entropy variation for the \{mixing + reaction\} is \( \Delta S_{\text{comb}} + \Delta S_r \), where \( \Delta S_{\text{comb}} \) is given by equation (9) and \( \Delta S_r \) by:

\[
\Delta S_r \equiv s_\Lambda(C') - s_\Lambda(C_3)
\]

where \( C' \) is the new equilibrium composition once chemical equilibrium has been reached. We first notice that the type of chemical reactions considered here completely forgets about the initial composition, apart from the quantity \( C(\alpha) \) taking its value from it. If we want to find the equilibrium composition by maximizing the entropy variation, the situation then becomes equivalent to maximizing the composition entropy \( s_\Lambda(C') \) alone. This problem is at the root of a fundamental issue in statistical inference as the entropy to maximize depends on the unknown quantity \( \Lambda \). Note that in the case of mixing without chemical reaction this would not have been an issue because the existence of an infinite number of conserved quantities (the number of particles per species) would allow us to write the sought new composition directly as a function of the two original—known—compositions \( C_1 \) and \( C_2 \) only; which makes the corresponding entropy variation explicitly independent of \( \Lambda \) (see equation (9)). In general this is not the case and it is quite tricky to find what should be the best \( \Lambda \) to use [21, 27]. This pertains to the fact that the use of constraints in the optimization problem is not enough to characterize a unique composition \( C' \) [21, 27], and therefore one needs to rely on some a priori knowledge about the system, that is, to propose a reasonable \( \Lambda \) for the system under study. In appendix B, we give a simple example to illustrate the difficulty of finding the right \( \Lambda \) when dealing with problems unrelated to statistical thermodynamics.

8.1. Equilibrium statistical mechanics as a prior

In a very general case, finding an objective \( \Lambda \) without further knowledge of the system is close to impossible. However, we are dealing with a physical system to which the rules of equilibrium statistical thermodynamics apply. In particular, the function \( \Lambda^{-1}(\alpha) \) can be thought of as the a priori ‘denseness’ of the points in the neighborhood of the value \( \alpha \). If \( \alpha \) is a mesoscopic variable, then \( \Lambda^{-1}(\alpha) \) corresponds to a weighted degeneracy function where the degeneracy is summed over the microstates of the system under study. Assuming that the fundamental principle of equiprobability holds for any microstate sharing the same \( \alpha \) value, the ‘best’ choice for \( \Lambda^{-1}(\alpha) \) is likely to be density of state \( \omega(\alpha) \). One can then update the composition of the system knowing \( \omega(\alpha) \) and the constraint \( C(\alpha) \) by maximizing the functional:

\[
\Delta \tilde{S}_r \equiv s_{\omega^{-1}}(\tilde{C}') - s_{\omega^{-1}}(C_3) - \lambda \int d\alpha \hat{\rho}_C(\alpha)C(\alpha).
\]

8.2. Posing the problem in a closed form

A more pragmatic point of view, not limited to statistical thermodynamics, consists of noticing that the problem posed assumes the compositions \( C_1 \) and \( C_2 \) to be known. One can
always wonder how their respective probability densities were found in the first place. In fact, in principle, their functional form has to be either imposed experimentally or inferred from combining data with a particular model whose functional form can be inferred from maximizing a $\Lambda$-entropy with certain constraints. We shall assume that in any case, there exists a set of constraints $\{C_i\}_{i=1..N_c}$ such that, $p_C$ for instance, satisfies a maximum entropy principle and therefore reads [21]:

$$p_{C_1}(\alpha) = \Lambda^{-1}(\alpha)e^{-\sum \lambda^i_1 C^i_1(\alpha)}$$

(25)

This allows to pose the problem of finding the new composition at chemical equilibrium in a closed form involving only known quantities:

$$\Delta \tilde{S}_r \equiv D_{KL}(C' || C_1) - D_{KL}(C_3 || C_1) + \sum \lambda^i_1 \int d\alpha (\tilde{p}_{C'} - p_{C_1}) - \lambda \int d\alpha \tilde{p}_{C'} C(\alpha).$$

(26)

This can then be maximized to give an answer consistent with the knowledge one has on the system from the start.

It is worth pointing out that the two proposed methods give the same results for the equilibrium composition and the entropy variation if the original compositions are inferred from equilibrium statistical mechanics by using the equal probability assumption, otherwise they may give different outcomes.

9. Conclusion

In this paper, we addressed the problem of the combinatorial entropy of polydisperse systems. Following an epistemic line of reasoning, we dismissed the claim (as many have done before us)—based on the quantum indistinguishability of particles—which consists of rejecting a zero entropy variation for a continuous polydisperse system mixing with a system of the same composition. This further led us to prescribe that for the thermodynamic potentials of a system to be extensive, it was sufficient to simply subtract $\ln N!$ from them no matter how polydisperse the system they characterized was. The theoretical ‘correction’ to this prescription corresponded to the composition entropy that we introduced, and that we did not assimilate with the mixing entropy. However, we showed that it does not contribute to the thermodynamics of the system at fixed composition, which is supported by the fact that entropies are defined up to an additional constant. In fact, we then showed that when the composition can change and all the species are conserved, the absolute composition entropies only appear in relative quantities involving KL divergences. This is because one cannot choose two different entropies of reference when mixing two different compositions. We then focused on the case of even mixing, which allowed us to show that the corresponding entropy variation was in fact a metric in the space of composition probability densities. We then proposed a mapping between the problem of mixing in thermodynamics and that of the erasure of a 1-bit memory when the erasure process is not always successful. In addition to being insightful, this mapping allowed us to stress that it is impossible to get any reproducible work out of the mixing of two finite size realizations of the same polydispersity. To complete the
mixing analysis, we proposed limiting expressions of the JS metric in the case of general Gaussian distributions that share the same \( \beta \)-parameter. These estimates can become handy in practical cases as these distributions, together with the KL and JS divergences, are used in many areas of applied mathematics, and in particular in data analysis [28–31]. Finally, we discussed the challenging problem of mixing with chemical reactions, deleting most of the memory, and proposed two consistent ways of addressing the problem at hand.

We believe these results to be important (a) at a foundational level as they strengthen the already existing claims that the resolution of the Gibbs’ paradox does not necessary lie in quantum indistinguishability, and by stressing the crucial role of the prior assumption in maximizing an entropy, (b) at a fundamental level as they propose a general formula for the mixing entropy of two polydisperse gases and give an interpretation of it in term of an extended Landauer’s principle, which can be used by the two communities involved, and (c) at a technical level by providing insightful limiting laws for the JS metric and potentially helpful approximate expressions for scientists involved in extensive data analysis.
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Appendix A

This appendix aims at exploring the possibility of quantitative estimates of the JS divergence as a function of the overlap, as the asymptotic behavior of the former can be approximately described by (21) for various values of \( \beta \) and \( r_{12} \). It is tempting to search for a more general simple expression whose limit would be (21) for small overlaps and that would give a reasonable estimate of \( D_{JS} \) for all ranges of interest. Figure A1 demonstrates that the following form is remarkably successful:

\[
D_{JS}(C_1||C_2) \approx \ln 2 - \left[ e^{\varphi(r_{12})} \sqrt{\sigma_2 \langle p_{C_1} | p_{C_2} \rangle} - 1 \right] \tag{A.1}
\]

where \( \sigma_{12} \equiv \sigma_1 + r_{12} \sigma_2 \) and the function \( \varphi \) has a value close to \( \ln 2 \) when \( r_{12} \) is close to 1, but decays as \( r_{12} \) increases. The function \( \varphi \) can be optimized to best fit either the asymptotic behavior of the JS divergence or its values close to unity; this simple fact betrays the limitations of the hypothesis proposed in equation (A.1). However, from a pragmatic point of view, we chose to find the best \( \varphi \) which is able to give reliable values of the JS divergence when it has values close to one and focus on the exponent when it has negligible values (\( \sim 10^{-10} \)). Figure A2 shows that \( \varphi \) decays first exponentially and then algebraically when \( r_{12} > 5 \). It can be well-approximated with the following empirical
Figure A1. Plot of the relative error between the estimate in equation (A.1) and the numerically calculated JS divergence $|D_{JS} - D_{JS}^{\text{guess}}|/D_{JS}$ as a function of the overlap. The relative error is here shown for the same ratio values as that shown in figure 3.

expression:

$$\varphi(x) \approx 0.7e^{-0.18x}, \quad x \leq 5$$

(A.2)

$$\varphi(x) \approx 1.27x^{-0.77}, \quad x > 5.$$ (A.3)

It is worth pointing out that the function displayed in figure A2 and the corresponding best fitting parameter values are independent of both $\beta$ and the individual values of $\sigma_1$ and $\sigma_2$ and shall provide, when used with equation (A.1), a good estimate of the JS distance of generalized Gaussian distributions that share the same $\beta$-value (as shown in figure A1). When allowing the parameter $\beta$ to vary between the two distributions, the phenomenology changes substantially with curves that used to belong to one master curve splitting into multiple branches with different slopes on a log–log scale. The actual approximate shape of equation (A.1) seems to remain valid and we could see that, regardless of the conditions, $1 \leq \nu \leq 2$.

We have thus proposed an empirical formula that is able to give reliable estimates of the JS divergence as a function of the overlap function between two GN distributions that share the same value for the parameter $\beta$. Considering the difficulty of getting analytical estimates of the JS divergence even for Gaussian distributions, we believe this result to be potentially useful for anybody needing a fast (albeit not exact) estimate of it. In particular, they can come in handy in the field of Machine Learning and Data Analysis for classification and clustering problems, where such estimates are sought [28] and which are becoming increasingly used in physical problems requiring extensive data analysis, especially in computational biophysics (see e.g. [29,30] and high energy physics (e.g. [31]).
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Figure A2. Plot of the function $\varphi$ as a function of $r_{12}$ for two different values of $\sigma_1 = 1$ (red symbols) and $\sigma_1 = 4$ (green symbols). We see that the two curves $\varphi(\sigma_1 = 1, r_{12})$ and $\varphi(\sigma_1 = 4, r_{12})$ are superimposed, which suggests that it is a function of $r_{12}$ only. The plain lines correspond to the best fits with the expression of equations (A.2) (blue) and (A.3).

Appendix B

The goal of this appendix is to show the difficulty we encounter when using the Maximum Entropy Principle (MEP) for a distribution we know a priori nothing about. We will use the paradigmatic example of the distribution of first digits of a sequence of uncorrelated random numbers taken from unrelated data sets (stock prices, numbers of inhabitants in countries, masses of objects ranging from stars to molecules etc). Let us call $p(x)$ the probability density to have a real number with value $x$ in the range $R_x$ spanned by the numbers under investigation. We now call $d_1$ the first digit of $x$ in base $b$ such that $x = d_1 b^{m(x)} + r(x)$ where $m(x)$ is here the highest power of the base $b$ involved in the coding of $x$, and $r(x)$ is the rest of the digits to encode $x$. We define then, the probability $P(d_1|b)$ of having a number expressed in base $b$ to have $d_1$ as its first digit as:

$$P(d_1|b) = \lim_{\epsilon \to 0} \sum_{m=m_{\text{min}}}^{m_{\text{max}}} \int_0^{b^m-\epsilon} dr \ P(d_1 b^m + r).$$  \hspace{1cm} (B.1)$$

We now try to figure out $p(x)$ by maximizing its Shannon–Jaynes entropy $s_\Lambda$. Since there is no constraint on the numbers under study, it is reasonable to use Pascal’s ‘Principle of Indifference’ and use a uniform prior $\Lambda(x) \equiv 1$. Together with the constraint of being normalized, the MEP yields $p(x) = R_x^{-1}$, which gives rise to a uniform—yet unknown—conditional probability $P(d_1|b)$. Using then the fact that the latter also has to be normalized, yields $P(d_1|b) = (b-1)^{-1}$. This uniform distribution for the first digit of numbers taken from many different sources sounds reasonable, although it is wrong most of the time, as first noticed by Benford [32,33].

In fact, a better way of looking at the problem consists of noticing that since the numbers are very different and span many orders of magnitudes, their frequency of
occurrence is more reliably described if one assumes a uniform prior for the variable characterizing the order of magnitude of their value i.e. \( \Lambda(x) = x \). By applying the MEP, we then find (assuming \( x \neq 0 \)) \( p(x) = K/x \) where \( K \) is a normalization constant.

Putting it back into equation (B.1), we get:

\[
P(d_1 | b) = K' \ln \left( 1 + \frac{1}{d_1} \right)
\]

(B.2)

where \( K' \) is a normalization constant that contains \( K \). Finally, requiring a normalization of \( P(d_1 | b) \) yields:

\[
K' \sum_{n=1}^{b-1} \ln \left( 1 + \frac{1}{n} \right) = K' \sum_{n=1}^{b-1} \ln \left( \frac{1+n}{n} \right) = K' \ln b = 1
\]

(B.3)

which allows us to retrieve the Benford’s law for the probability of having the first digit as \( d_1 \) for a set of very different numbers expressed in basis \( b \):

\[
P(d_1 | b) = b^{-1} \ln \left( 1 + \frac{1}{d_1} \right).
\]

(B.4)

With this simple example outside of the realm of equilibrium statistical mechanics, we have thus illustrated the care that needs to be taken in choosing the quantity \( \Lambda \) so as to infer the right probability density for the system under investigation.
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